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Abstract— With the growth of the Web 2.0, online communication and video sharing websites has started emerging. This evolution on in-
ternet is now allowing users to share their information and collaborate with each other easily. In addition, video sharing websites are helping 
users to establish new connections between people and promote their views, ideas etc. As a result, various malignant users are getting at-
tracted towards these social networks. Among several video sharing websites (with social networking features), YouTube is the most popu-
lar & widely used website. Due to anonymity of content uploaded and low publication barriers, YouTube is misused by some users as a plat-
form to post videos promoting cyberbullying, harassment and online abuse. 
In this research work, we employ a Naïve Bayes Classifier to identify cyberbullying and misdemeanor videos, users on YouTube by mining 
video metadata. We frame the problem of YouTube cyberbullying detection as a search problem. We conduct study of training dataset by 
downloading considerable videos & related discriminatory features using YouTube API. Our evaluation of performance results on test da-
taset reveal that accuracy of proposed approach is more than 67% which significantly demonstrate the effectiveness of the proposed ap-
proach. 

Index Terms— Cyberbullying, Information Retrieval, Online Harassment Detection, Mining User Generated Content, Text Mining, YouTube, 
Video Sharing Sites 

——————————      —————————— 

1 INTRODUCTION                                                                     
  The web 2.0 has built up enormously which led to evolu-

tion of search engines, social networking sites, video sharing 
and photo sharing websites. Specially social networking web-
sites such as Facebook, Twitter, YouTube, Flickr, Instagram 
have increased a lot since last few years which specializes in 
discussion forums, micro- blogging, and multimedia sharing.  

YouTube is one of the most popular and widely used video 
sharing website (with various social networking features) over 
the Internet.  YouTube statistics1 states that, every month 1 
billion unique users visit YouTube and over 6 billion hours of 
videos are watched. Since YouTube has very low publication 
barriers, anonymity of content uploader provide a safer envi-
ronment for user. There are increasing evidences that YouTube 
have been used by people for uploading offensive and mali-
cious contents. For example, harassment and insulting videos 
[9], video spam [2], pornographic content [2] [11], hate and 
extremist promoting videos [6]. Drawbacks of YouTube and 
high reachability of videos has led to an old troubling problem 
with a new face under new circumstances, i. e. cyberbullying. 
Traditionally bullying was considered to be a face to face en-
counter between people, but now it has also found its way into 
the web.  

Cyberbullying is defined as an aggressive, intentional act 
carried out by a group or individual, using electronic forms of 
contact (e.g. email and chat rooms) repeatedly or over time 

 
1 http://www.youtube.com/yt/press/statistics.html 

against a victim who cannot easily defend him or herself [4].  
In the context of YouTube cyberbullying can be defined as un-
authorized shooting or uploading negative video (e.g. vulgar, 
violence and abuse) on website. Public disclosure of such con-
tent can be said as harassment of the claimant. Cyberbullying 
can be of two types intentional or unintentional. Sometimes 
user posts a video on website with a motive to threat or dis-
turb other users. For example, an abusive or humiliating act 
that violates the claimant’s dignity. And sometimes users take 
a clip of some incident and share it on a website without any 
intention to hurt the person in the video.  

Presence of cyberbullying promoting videos degrades the 
reputation of users who are involved in those videos. It also 
causes the bandwidth wastage for the users who are not will-
ing to watch such videos. YouTube has its own community 
guidelines2 available on website in order to prevent users from 
uploading inappropriate content. However, despite of these 
community guidelines YouTube has become a repository of 
cyberbullying and harassment promoting videos [1]. Detecting 
such videos and users is technically challenging problem. 100 
hours of videos are uploaded every minute, which makes 
YouTube a very dynamic website. Metadata of these videos is 
a user generated data, which is available in free form text. That 
data is highly unstructured and can have lots of noisy content. 
So, identifying such videos by keyword based search is highly 
impractical.  

Therefore our work presented in this paper is motivated by 
the fact that, YouTube’s popularity, anonymity and low publi-
cation barriers allow users to upload cyberbullying and har-
assment promoting content. The research aim of the work pre-
sented in this paper is to investigate the effectiveness of con-
textual features based Naïve Bayes Classifier approach for 
 
2 http://www.youtube.com/yt/policyandsafety/en-GB/communityguide- 
lines.html 
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detecting YouTube videos and users promoting cyberbullying.  

2 RELATED WORK AND RESEARCH CONTRIBUTIONS  
We conduct a literature survey in the area of cyberbullying, 

personal insult, online harassment and misdemeanor content 
detection on various social networking websites. However, 
based on our review of existing work, we conclude that most 
of the researches for cyberbullying and online harassment con-
tent detection are performed in the field of mining images and 
video frames and user generated content like, comments and 
messages. 

Nisha Aggarwal et. al. propose one class classifier ap-
proach and perform a characterization study on vulgar video 
detection, abuse & violence in public places and ragging video 
detection in school and colleges to identify privacy invading 
harassment and misdemeanor videos by mining YouTube vid-
eo metadata [1]. Vidushi Chaudhary et. al. formulates the 
problem of video response spam detection as a one-class clas-
sification problem for promotional video recognition, porno-
graphic or dirty video recognition and automated script or 
botnet response recognition [2].  

Maral Dadvar et. al. [4] utilizes content based and user 
based features for detection of cyberbullying in MySpace cor-
pus, but one limitation of this approach was the limited size of 
the dataset. Analysis of the language used in cyberbullying 
has been done by April Kontostathis et. al. and he extended 
his work by using supervised machine learning approach in 
cyberbullying detection [7]. It is much clearer that offensive 
messages on social media lead to cyberbullying. Ying Chen et. 
al. detect offensive content and identify potential offensive 
users in social media like YouTube using proposed Lexical 
Syntactic Feature (LSF) architecture [8].  

Dawei Yin et. al. proposed that identification of online har-
assment is feasible when Term Frequency Inverse Document 
Frequency (TFIDF) is supplemented with contextual feature 
attributes [9].  

There are several other approaches which stand quite effec-
tive in online cyber bullying detection, one of which proposed 
by Nilesh J. Uke et. al. consists of segmentation and classifica-
tion phases for extracting the key frames in nude images, seg-
regation of objectionable videos, respectively. The videos were 
marked as porn or non-porn depending upon the judgment 
criteria [11].  

Jun-Ming Xu et. al. introduced social media as a large-
scale, near real-time, dynamic data source for the study of bul-
lying and formulated cyberbullying detection as familiar Nat-
ural Language Processing (NLP) tasks [17]. 

Homa Hosseinmardi et. al. investigate approaches for un-
derstanding and automatic detection of cyberbullying over 
images in media-based mobile social network, Instagram. 
They device two classifiers, Naïve Bayes and linear SVM clas-
sifier separately on a sample Instagram data set consisting of 
manually labeled images and their associated comments [14]. 

In context to existing work, the study presented in this pa-
per makes the following novel contributions: 

a) In comparison to previous work, the work presented 
in this paper makes its own contribution towards detection of 
cyberbullying content on YouTube using video metadata and 

contextual features. We develop a Naïve Bayes classifier based 
approach for detecting videos based on video’s contextual 
features. 

b) We conduct a series of experiments and perform an 
analysis on real world dataset (fetched from YouTube) to 
evaluate the effectiveness of the proposed system. 

3 PROPOSED SOLUTION APPROACH 
Our goal is to design a mechanism for identification of vid-

eos and users promoting cyberbullying and misdemeanor, 
using a set of discriminatory features and classification algo-
rithm. To achieve this goal, we collected required dataset from 
YouTube. The effectiveness of our proposed approach is eval-
uated using a test dataset, which was then built from a sample 
of the collected data. Section 3.1 describes our proposed 
framework, whereas Section 3.2 presents the solution imple-
mentation. 

3.1 Proposed System 
Fig. 1 represents a research framework for the proposed 

approach. As shown in Fig. 1, our proposed solution is a mul-
ti-step process primarily consists of three phases; cited as, 
training & testing profiles collection, dynamic model building, 
and an implementation based on Naïve Bayes algorithm. 

In phase 1, we perform manual analysis and inspection on 
various YouTube videos and its contextual metadata. For the 
purpose of training the classifier we collect positive class train-
ing dataset (promoting cyberbullying). Using YouTube API3, 
we download all the available meta-data of several relevant 
(positive class) videos and their related videos. We build our 
training dataset by extracting this meta-data. In the training 
dataset, we observe several terms relevant to cyberbullying for 
the purpose of identifying discriminatory features, such as: 
temporal and popularity based features (number of subscrib-
ers, likes, dislikes, views and comments), linguistic features 
(title and description of the video), and times based features 
(duration, time-stamp).  

In phase 2, we use character n-gram based approach to 
build a dynamic model from these training profiles. 

In phase 3, we build a system based on Naïve Bayes algo-
rithm. It is a simple probabilistic model based on Bayes rule 
for text classifications. It takes one YouTube video as an input, 
finds an extent of textual similarity between this video 
metadata and training data. Based on the probability score a 
video is classified as relevant i.e. cyberbullying promoting or 
irrelevant. 

3.2 Solution Implementation 
In this section, we present the methodology and solution 

implementation details for the proposed classification algo-
rithm. In proposed method we use Naïve Bayes algorithm to 
classify a video to be relevant or irrelevant. 

Inputs to this algorithm are a seed (a video) u, n-gram val-
ue Ng, bag-of-words. We compare each training profile with 
all positive & negative n-gram values in bag-of-words and 
compute their likelihood score for each seed. 
 
3 https://developers.google.com/youtube/ 
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A. Naïve Bayes Algorithm 
The Naïve Bayes model involves a simple conditional in-

dependence assumption, i.e. given a class which may be posi-
tive or negative; the words are conditionally independent of 
each other. This assumption doesn’t much affect the accuracy 
of text classification but makes really fast classification appli-
cable for the problem.  

In our case, the Maximum Likelihood Probability (MLP) of 
words xi belonging to a particular class c is given by (1), 

 
 
 

 
We store the frequency counts of words in hash tables dur-

ing the training phase itself. According to the Bayes Rule, the 
probability of a particular video u belonging to class ci is given 
by (2), 

 
 
 
 

 
 

Steps 1 and 2 in the proposed method (Algorithm 1) extract 
all contextual features for training profiles using Algorithm 2 
and build a training data set. Naïve Bayes Algorithm takes u 
as a seed input. Steps 3 and 4 extract all features for seed user 
u and compute its similarity score with training profiles using 
character n-gram and probability of maximum likelihood. Step 
5 stores the frequency counts of the words in hash tables. Steps 
6 to 9 represent the classification procedure and labeling of 

videos as relevant or irrelevant.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Algorithm 1. Naïve Bayes Classification Algorithm 

 
 

 
 
 
 
 
 

 
 

Algorithm 2. Features Extraction Algorithm 
 

Data: User Video u 
Result: Video Information 
     Algorithm ExtractFeatures(U) 
1.  uProfile ←  u.getSummary() 
2.  uUploads ←  u.getUploadedVideo() 
3.  uCommented ←  u.getCommentedVideo() 
4.  uShared ←  u.getSharedVideo() 
5.  ufavorited ←  u.getFavoritedVideo() 

i
i i

u
P(c ) P

c c
P  =  

u P(u)

  
       

   
 
 

                        (2) 

ii Count of  x  in documents of  class cxP  = 
c Total number of  words in documents of  class c

  
       

      (1) 

Data: Seed Video u, N-gram Ng, Bags-of-words, Class c - 
pos, neg  
Result: List of Relevant and Irrelevant Videos 
1.   for all u ɛ U do 
2.        D.add(ExtractFeatures(u)) 
      end 
     Algorithm Naïve Bayes (u) 
3.  videofeeds uf  ←  ExtractFeatures(u) 
4.  score s ← MLP(D, c, Ng) 
5.  Hashmap Usorted.InsertionSort(u, s) 
6.      if p(pos/u)  ≥ p(neg/u) then 
7.  u.newclass ← Relevant 
8.      else 
9.  U.newclass ← Irrelevant 
         end 
      end 

Fig. 1. General Research Framework for Proposed Solution Approach 
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B. Features Extraction 
In Algorithm 2, we retrieve contextual metadata of a user 

video, using YouTube API. Step 1 extracts the profile summary 
of the user. Steps 2 to 5 extract the titles of videos uploaded, 
commented, shared and marked favourite. The result of this 
algorithm can be stored in a text file containing all video titles 
and user profile information. 

4 MATHEMATICAL MODEL 
Our proposed method is based on a multinomial model, in 

which attribute values are independent of each other for the 
particular class γ(ß|α) = γ(ω1 … ωn|α). In this approach a 
document is an ordered sequence of word events, drawn from 
the same vocabulary V. Since, the lengths of documents are 
independent of class; each document is drawn from a multi-
nomial distribution of words with as many independent trials 
of the length. This yields the familiar bag-of-words representa-
tion for documents. The BOW model is commonly used in 
methods of document classification, where the (frequency of) 
occurrence of each word is used as a feature for training a 
classifier.  

We consider W as the set of all terms or words (dictionary) 
that occur at least once in a collection of documents D. The 
BOW representation of document d is a vector of weights (ω1 

… ωn). Here, unigram feature easily helps in finding presence 
or absence of a single word within a text. We estimate the con-
ditional probability (ω|α) using (3) as the relative frequency of 
term ω in documents belonging to a class including multiple 
occurrences of a term in a document.  

 
 
 

 
Where count (ω|α) is the number of occurrences of ω in 

training documents from class α, count (α) is the number of 
words in that class and |V| is the number of terms in the vo-
cabulary. 

Table I takes the example of video title. Naïve Bayes classi-
fier classifies video as a relevant or irrelevant based on terms 
present in video title. We calculate priori probability of pos 
and neg by using (1). 

 
γ (pos) = 3/4 
γ (neg) = 1/4 

 
Given the vocabulary of 30 keywords, then we calculate 

maximum likelihood smoothing Naïve Bayes estimate by us-
ing (3). 
 

γ (hits | pos) = (2+1) / (15+30) = 1/15 = 0.06 
γ (hilarious | pos) = (1+1) / (15+30) = 2/45 = 0.044 
γ (hostel | pos) = (0+1) / (15+30) =1/45 = 0.022 
 
γ (hits | neg) = (0+1) / (4+30) = 1/34 = 0.029 
γ (hilarious | neg) = (0+1) / (4+30) = 1/34 = 0.029 
γ (hostel | neg) = (1+1) / (4+30) = 1/17 = 0.058 

TABLE I: EXAMPLE 

Dataset Video 
Document Keywords Class 

Training 

1 teacher hits student in class Pos 

2 man hits a women in a bru-
tal fight Pos 

3 hilarious ragging Pos 
4 chennai hostel girls mp4 Neg 

Testing 5 
hilarious hostel bully hits 
sleeping friend then fat kid 
get drop kicked 

? 

 
Then we calculate posteriori probability for the video doc-

ument d5, 
 

γ (pos | d5) = 3/4 * 1/15 * 2/45 * 1/45  = 0.00004356 
γ (neg | d5) = 1/4 * 1/34 * 1/34 * 1/17  = 0.0000121945 

 
Here, γ (pos | d5) ≥ γ (neg | d5). Maximum value of γ (pos 

| d5) means probability of positive words in video title docu-
ment d5 is maximum hence fifth video is relevant. 

5 PERFORMANCE EVALUATION 
In this section we discuss the experiments and analysis set 

up, calculate performance and the effectiveness of our pro-
posed solution approach.  

 5.1 Experimental Dataset 
Our proposed solution needs to classify a given video, user 

is relevant or not with context to cyberbullying. The Naïve 
Bayes classification algorithm requires exemplary training 
dataset to learn the specific properties of videos, users promot-
ing cyberbullying. We perform a manual search on YouTube 
and query for several cyberbullying and harassment key-
words. We collect a training data set of 80 videos for cyberbul-
lying detection. We identify discriminatory features from vid-
eos of training dataset that shows user interests and can be 
used for building a proposed model. 

We build a test dataset by extracting 965 random positive 
and negative class videos on YouTube. Table II shows the size 
of training and test dataset we select for cyberbullying detec-
tion. 

TABLE II: SIZE OF THE EXPERIMENTAL DATASET 

Training Dataset Testing Dataset 
80 965 

 
Our training dataset includes positive class videos and the 

test dataset includes both positive and negative class videos. 
We annotate each video as relevant or irrelevant. 

5.2 Evaluation Metric 
To evaluate the effectiveness of the proposed solution ap-

proach, standard confusion matrix is used. Table III shows the 
confusion matrix with each column of the matrix representing 
instances of predicted class while each row of the matrix rep-
resenting instances of actual class. We execute Naïve Bayes 
classifier on test dataset of 965 videos and it classifies 265 

count(ω|α) + 1
(ω|α) =

count(α)+|v|
            (3) IJSER
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(196+69) videos as relevant and 700 (243+457) videos as irrele-
vant. Table II reveals that considerable amount videos are mis-
classified as relevant and irrelevant respectively. The reasons 
of misclassification can be presence of noisy data (misleading 
information, misspelled words and lack of information), am-
biguity in the title or description of the video, presence of 
commercial and advertising videos on YouTube.  

We evaluate the performance of our proposed solution ap-
proach in terms of precision, recall, accuracy and f-score. 

TABLE III: CONFUSION MATRIX 

 
 

Predicted 

 
 Relevant Irrelevant 

Actual 
Relevant 196 (a) 69 (b) 
Irrelevant 243 (c) 457(d) 

 
a) Precision is the proportion of predicted relevant vide-

os that were correct, calculated using the equation: 
Precision = a / (a+c)  (4) 

b) Recall is the proportion of relevant videos that were 
correctly identified, calculated using the equation: 

Recall = a / (a+b)  (5) 
c) Accuracy is the proportion of the total number of 

predictions that were correct, calculated using the equation: 
Accuracy = (a+d) / (a+b+c+d)         (6) 

d) F-Score is the weighted harmonic mean between pre-
cision and Recall, calculated using the equation: 

F-Score = Precision+Recall / 2              (7) 

 TABLE IV: PERFORMANCE RESULTS 

Precision Recall F-Score Accuracy 
0.4464 0.7396 0.5930 0.6766 

 
Table IV shows the performance results of our proposed 

solution approach. Table IV reveals that overall accuracy for 
cyberbullying detection is 67.66% 

6 CONCLUSION 
We present an approach based on Naive Bayes classifica-

tion algorithm to detect users, videos promoting cyberbullying 
on YouTube. Our experimental results reveal that the pro-
posed solution approach correctly able to identify users, vide-
os promoting cyberbullying with more than 67% accuracy. 
This proves that, various discriminatory features like linguistic 
features (presence of k-terms in the title, description and 
comments of the videos), popularity based features, temporal 
features, category of videos and other reliable contextual me-
ta-data can be significantly used for automatically recognizing 
cyberbullying on YouTube.  

7 FUTURE WORK 
In future studies, evaluating the performance of our pro-

posed system with large number of training & testing dataset 

could be taken into account. Some cyberbullying videos do not 
contain any relevant meta-data. So, further future work re-
quires investigating techniques for such cases in which text 
classification cannot be applied. 
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